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  - Drawbacks: relies on an automatic classification which is unfortunately not infallible, hypothesis of classes, data for training.

- Other approaches:
  - Low level criteria and descriptors on the signal (e.g., onset detection, noise detection).
  - High level criteria but no a priori assumption on the existence of classes.
  - In particular for speaker segmentation
    [Siegler et al., 1997, Tritschler & Gopinath, 1999, Delacourt & Wellekens, 2000, Kotti et al., 2008, Grasic et al., 2010].
  - Computation of a distance between successive frames, or a statistic on the hypothesis of a change point.

- Our approach:
  - Real-time constraints.
  - Modularity with various types of signals and criteria.
  - No a priori assumption on the existence of classes.
  - Control on the variation of the information content.
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What do we propose?

- Real-time modular segmentation scheme.
- Framework of information geometry for exponential families.
- Statistical grounds through sequential generalized likelihood ratio tests.
- Geometrical interpretation through dually flat Bregman geometry.
- Link between distance and statistic-based methods in a unified framework.
- Quantization of each segment with an information geometric prototype.
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Fisher information metric [Rao, 1945, Chentsov, 1982].

Under certain assumptions, the Fisher information matrix defines the unique Riemannian metric $g$ on $S$: $g_{ij}(\xi) = E_\xi[\partial_i \log p_\xi \partial_j \log p_\xi]$.


Under certain assumptions, the $\alpha$-connections $\nabla^{(\alpha)}$ for $\alpha \in \mathbb{R}$ are the unique affine connections on $S$: $\nabla^{(\alpha)} \partial_j = \Gamma^{(\alpha)}_{ij,k}(\xi) \partial_k$ where

$$\Gamma^{(\alpha)}_{ij,k}(\xi) = E_\xi\left[ (\partial_i \partial_j \log p_\xi + \frac{1-\alpha}{2} \partial_i \log p_\xi \partial_j \log p_\xi) (\partial_k \log p_\xi) \right].$$
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**Exponential family** [Darmois, 1935, Koopman, 1936, Pitman, 1936].

\[ p_\theta(x) = \exp (\theta^T T(x) - F(\theta) + C(x)) \text{ for all } x \in \mathcal{X}. \]

- We consider a statistical manifold \( \mathcal{S} = \{p_\theta : \theta \in \Theta\} \) equipped with \( g \) and the dual exponential and mixture connections \( \nabla^{(1)} \) and \( \nabla^{(-1)} \).
- \( (\mathcal{S}, g, \nabla^{(1)}, \nabla^{(-1)}) \) possesses two dual affine coordinate systems, natural parameters \( \theta \) and expectation parameters \( \eta = \nabla F(\theta) \).
- Dually flat geometry, Hessian structure, generated by the potential \( F \) together with its conjugate potential \( F^* \) defined by the Legendre-Fenchel transform: \( F^*(\eta) = \sup_{\theta \in \Theta} \theta^T \eta - F(\theta) \), which verifies \( \nabla F^* = (\nabla F)^{-1} \) so that \( \theta = \nabla F^*(\eta) \).
- Generalizes the self-dual Euclidean geometry, with notably two canonically associated Bregman divergences \( B_F \) and \( B_{F^*} \) instead of the self-dual Euclidean distance, but also dual geodesics, a generalized Pythagorean theorem and dual projections.
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**Exponential family** [Darmois, 1935, Koopman, 1936, Pitman, 1936].

\[ p_\theta(x) = \exp(\theta^T T(x) - F(\theta) + C(x)) \text{ for all } x \in \mathcal{X}. \]

**Bregman divergence** [Bregman, 1967].

\[ B_G(\theta, \theta') = G(\theta) - G(\theta') - (\theta - \theta')^T \nabla G(\theta'). \]

- Canonical divergences of dually flat spaces, “bijection” with exponential families [Amari & Nagaoka, 2000, Banerjee et al., 2005]:
  \[ D_{KL}(p_\xi \parallel p_{\xi'}) = B_F(\theta' \parallel \theta) = B_F^*(\eta \parallel \eta'). \]
- No symmetry nor triangular inequality in general, but an information-theoretic interpretation.
  - Centroid computation and hard clustering (k-means).
  - Parameter estimation and soft clustering (expectation-maximization).
  - Proximity queries in ball trees (nearest-neighbors and range search).
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In particular, it allows to define the notion of similarity in an information setup through divergences.
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How to model sounds?

- **Computation of a sound descriptor** $d_j$:
  - Fourier or constant-Q transforms for information on the spectral content.
  - Mel-frequency cepstral coefficients for information on the timbre.
  - Many other possibilities.
- **Modeling with a probability distribution** $p_{\theta_j}$ from an exponential family:
  - Categorical distributions.
  - Multivariate Gaussian distributions.
  - Many other possibilities.

![Waveform and Spectrogram](image)

**Figure**: Sound descriptors modeling.
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  \[ H_0: x_1, \ldots, x_n \sim p_{\theta_0}. \]
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  (Generalized) likelihood ratio test: \( LR^i = -2 \log \frac{p(x|H_0)}{p(x|H'_i)} > \lambda. \)
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- Problems of existing CuSum change detection [Basseville & Nikiforov, 1993].
  \[ H_0: \ x_1, \ldots, x_n \sim p_{\theta_0}. \]
  \[ H_{i1}^i: \ x_1, \ldots, x_i \sim p_{\theta_0}, \text{ and } x_{i+1}, \ldots, x_n \sim p_{\theta_1}. \]
  (Generalized) likelihood ratio test: \( LR^i = -2 \log \frac{p(x|H_0)}{p(x|H_{i1}^i)} > \lambda. \)

- Proposed change detection scheme.
  \[ H_0: \ x_1, \ldots, x_n \sim p_{\theta'_0}. \]
  \[ H_{i1}^i: \ x_1, \ldots, x_i \sim p_{\theta_0}, \text{ and } x_{i+1}, \ldots, x_n \sim p_{\theta_1}. \]
  - Unknown parameters after and before change: \( \hat{\theta}'_0, \hat{\theta}'_0, \hat{\theta}'_1. \)
  \[
  \frac{1}{2} LR^i = i \left( \mathcal{B}_F(\hat{\theta}'_0 \parallel \hat{\theta}'_{0, \text{mle}}) - \mathcal{B}_F(\hat{\theta}'_0 \parallel \hat{\theta}'_{0, \text{mle}}) \right) + (n-i) \left( \mathcal{B}_F(\hat{\theta}'_0 \parallel \hat{\theta}'_{1, \text{mle}}) - \mathcal{B}_F(\hat{\theta}'_1 \parallel \hat{\theta}'_{1, \text{mle}}) \right).
  \]

- On-line change detection.
  - Sequential generalized likelihood ratio tests, growing window.
  - Heuristics: minimum/maximum window size, sliding/growing factor.
  - Here no heuristic, computationally efficient updates with the maximum likelihood estimator, incremental scheme.
  \[
  \frac{1}{2} LR^i = i F^*(\hat{\eta}'_0) + (n-i) F^*(\hat{\eta}'_1) - n F^*(\hat{\eta}'_0).
  \]
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Synthetic data

Figure: Segmentation of synthetic data.
Figure: Segmentation of well-log data.
Speaker segmentation

**Figure:** Segmentation of a speech fragment in speakers.
Music segmentation

Figure: Segmentation of a polyphonic musical excerpt.
Music segmentation

Figure: Segmentation of a polyphonic musical excerpt.
Music segmentation

**Figure:** Segmentation of a polyphonic musical excerpt.
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- Representations.
- Descriptors modeling.
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- Many possibilities.
- Combinations of descriptors.
- Feature selection.
<table>
<thead>
<tr>
<th>Summary and perspectives.</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Representations.</td>
</tr>
<tr>
<td>• Descriptors modeling.</td>
</tr>
<tr>
<td>• Temporality of events.</td>
</tr>
<tr>
<td>• Applications.</td>
</tr>
</tbody>
</table>

- Exponential families and Bregman divergences, mixture models.
- Model selection.
- Other geometries, divergences, test statistics.
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- Assumption of quasi-stationarity.
- Non-stationarity modeling.
- Conditional distributions, linear/non-linear systems, time series.
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- Representations.
- Descriptors modeling.
- Temporality of events.
- Applications.

- Evaluation on large datasets in audio and other domains.
- Onset detection, music segmentation, speaker segmentation, etc.
- First stage in real-time systems for polyphonic music transcription [Dessein et al., 2010], music similarity analysis [Cont et al., 2011], computer-assisted improvisation.
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